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Abstract— a receiver-based handshake protocol for CDMA (code division multi-

The medium-access control (MAC) protocols for wireless networks proposed or ple access) networks that improved the efficiency of the network by re-
implemented to date based on collision-avoidance handshakes between sender a”dducing the amount of unsuccessful transmissions and unwanted inter-
receiver either require carrier sensing or the assignment of unique codes to nodes to ference. Several other proposals have been made to implement correct

ensure that intended receivers hear data packets without interference from hidden llision-avoidan in multih wirel networks without r ifin
sources (i.e. IEEE 802.11). We present and analyze a receiver-initiated channel- collision-avoidance ufunop eléss networks out réquiring

hopping (RICH) protocol, which is the first MAC protocol based on a receiver- nOd_eS to use carrier sensing; these proppsgls rely on mU|tip|e COd_eS
initiated collision-avoidance handshake that does not require carrier sensing or the assigned to senders or to receivers to eliminate the need for carrier
assignment of unique codes to nodes to ensure collision-free reception of data at thesensing (e_g,, [3], [5], [11])_

intended receivers in the presence of hidden terminals. The correct floor acquisition . ) )
for RICH is verified, and the throughput and delay characteristics are calculated an- The key limitation of pr0t0C0|S based on code assignments Is that

alytically. The RICH protocol presented here is applicable to ad-hoc networks based Senders and receivers have to find each others’ codes before commu-
on commercial, off-the-shelf, spread spectrum frequency-hopping radios operating nicating with one another. Most of the commercial DSSS radios today
in unlicensed frequency bands. use only 11 chips per bit; therefore, CDMA is not an option. Future
DSSS are expected to use 15 chips per bit, allowing two different sys-
|. INTRODUCTION tems to operate over the same DS frequency channels as they were
. defined in IEEE 802.11 [1]. On the other hand, up to 26 FHSS ra-
Many medlum-ac_c_ess control (MAC) protocols for ad-hoc Nelios can be co-located. According to the FCC regulations, up to 15
works based on collision avoidance have been proposed over the S radios can be co-located with minimum interference problems.
few years. In the traditional collision-avoidance protocols, a node thats .jear that in ad-hoc networks built with commercial radios oper-

needs to transmit data to a receiver first sends a request-to-send ( 'IE@J in ISM bands, code assignments do not guarantee that receivers
packet to the receiver, who responds with a clear-to-send (CTS) i @i

. he RT V. A d . d K | n capture one of multiple simultaneous transmissions, and that slow
receves t. e RTS correctly. fslfn er translmlts_ a ata pfa%_et or;]y quency hopping (with one or more packets sent per hop) is the vi-
ther recening a (I:TS successiully. Se\i_erah varlaltlons of this sc Ie' e way to achieve multiple orthogonal channels in the ISM bands.

ave been de\(e oped since SRMA_(sp t-channe res_ervatlo_n mu t_'ﬁlﬁerefore, it becomes imperative to develop MAC protocols that can
access) was first proposed by Kleinrock anotlj Tobagi [15], includingye aqvantage of the characteristics of FHSS radios operating in ISM
MACA [12]’.MAC.:’L.\W (21, lEE.E. 802'11. [1], and FAMA [4]. More re- bands to ensure that transmissions are free of collisions due to hidden
cently, receiver-initiated collision-avoidance protocols have also begpirai i

. . . AR minal interference.

proposed for single-channel networks, in which the receiver initiates _ _ _ o o
the collision-avoidance handshake [6], [14]; these receiver-initiated Section Il describes the operation of a receiver-initiated collision-
collision-avoidance protocols also require carrier sensing to ens@#idance (RICH) protocol that does not require code assignments or
correct collision avoidance. carrier sensing. RICH is based on requiring all nodes in a network to

The need for collision-avoidance MAC protocols for single-channé!low & common channel-hopping sequence. This requirement can
networks to sense the channel as an integral part of the collisiéi® ©aSily met in practise. A channel can be defined to be a frequency
avoidance handshake limits their applicability. Some commercial 32P; & Spreading code, or a combination of both. However, with com-
dios do not provide true carrier sensing, and direct sequence spréBgIcial radios operating in ISM bands, a channel should be viewed as
spectrum (DSSS) radios may captagne or one of multiple overlap- & frequency hop or a hopping sequence. Atany given time, all nodes
ping transmissions in a non-deterministic manner, depending on {h8t &ré not sending or receiving data listen on the common channel
proximity and transmission power of the sources. Even if frequendjoP- To send data, nodes engage in a receiver-initiated dialogue over
hopping spread-spectrum (FHSS) radios are used, carrier sensing dgi§hannel hop in which they are at the time they require to send data;
to the complexity of the radio, which must already provide coarse tindeose nodes that succeed in a coII|S|c_Jn-av0|da_nce handshake remain in
synchronization at the dwell-time level. On the other hand, using off¥® Same channel hop for the duration of their data transfer, and the
or more busy tones to indicate when a receiver is busy [9] requires§$t Of the nodes continue to follow the common channel hopping se-

essence, a second transceiver, which is not economically attractive]Uence. Section il proves that, in the absence of fading, RICH solves
mg_hldden-termmal problem, i.e., it eliminates collisions of data pack-

In the past, several MAC protocols have been proposed and a - ' . .
lyzed to take advantage of spreading codes for multiple access. SdtiSaVithout the need for carrier sensing or code assignments. As such,

and Silvester [13] presented and analyzed various spreading-code “H is the first approach reported to date that accomplish correct

tocols that are sender-, receiver- or sender-receiver based, i.e.CqHSION avoidance without carrier sensing or code assignment. Sec-

which codes are assigned to senders, receivers, or combinations. IV analyzes the throughput of RICH for the case in which a single

akoulis et. al. [7] used carrier sensing to propose a receiver-basigd Packet is sent with every successful collision-avoidance hand-
asynchronous transmissions protocol. Jiang and Hsiao [10] propoSBgke- We compare RICH with the MACA-CT protocol [11], which

uses MACA collision-avoidance handshakes over a common channel

This work was supported by the Defense Advanced Research Projects Agency (DARPA) under G%pld a transmitter-oriented data channel aSSIQned to avoid collisions of

No. F30602-97-2-0338. data packets; we chose MACA-CT for our comparison, because it is
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the best representative of collision-avoidance solutions that eliminatgrent channel hop specifying the address of the intended sender and
the need for carrier sensing at the expense of requiring unique charthelpolling node’s address. If the RTR is received successfully by the
(code) assignments. Section V calculates the system delay for RIQidlled node, that node starts sending data to the polling node imme-

Section VI summarizes our conclusions. diately and over the same channel hop, and all other nodes hop to the
next channel hop. In practice, the dwell time of a channel hop needs
Il. RECEIVER-INITIATED CHANNEL-HOPPING to be only long enough to allow an RTR to be received by a polled

node. When the transmission of data is completed, then sender and

receiver re-synchronize to the current channel hop. If either multiple
RICH is based on three basic observations. First, as it has bgerRs are sent during the same channel hop, or the polled node has no

shown [6], reversing the collision-avoidance handshake (i.e., makiggia to send to the polling node, the polling node does not receive any

the receiver in charge of avoiding collisions), improves the throughpgta a round-trip time after sending its RTR and must rejoin the rest

of the network. Second, hidden-terminal interference can be elingif the network at the current channel hop. To permit the polling node

nated by the assignment of channels or codes to senders or receiveys Hetermine quickly that no data packet is to be expected, the polled

a way that no two senders or receivers share the same code if theyrgjge can transmit a short preamble packet in front of the data packet.

two hops away from one another. Third, with commercial frequencyg simplify our description, in the rest of this paper we simply assume

hopping radios operating in ISM bands, radios have to synchronizeyipt a node is able to detect that no data packet is arriving.

time so that all radios hop to different frequency hops at approximately g 1 jjjustrates the operation of RICH for the case in which sender-

the same time. receiver pairs exchange data over a single frequency hop. In the figure,
To eliminate hidden-terminal interference, RICH exploits the fagli| the nodes start at timeg from hophl. Attime ¢2 the system is

that the nodes of a frequency-hoppi_ng network must agree on WhEhoph2 and so on. At timeé1 nodez sends an RTR to nodgand

to hop. A common frequency-hopping sequence is assumed by f@ljey responds with data over the same channel. Notice that, there

the nodes (i.e., a common channel), so that nodes listen on the samg probability of - that nodey has data for:, where N is the

channel at the same time, unless instructed otherwise. Nodes thgmber of nodes in the network. Whiteandy, stay inhl until y

carry out a receiver-initiated collision-avoidance handshake to detggs finished sending its data, all the other nodes hdg1d\t time ¢2

mine which sender-receiver pair should remain in the present hopgifother node sends an RTR to node, but now it is the case thai

order to exchange data, while all other nodes that are not engagg@ds not have a data packet fortherefore,w sends a CTS enabling

in data exchange continue hopping on the common hopping sequencg, send any data te. At time ¢4 nodez starts sending its data to.

Because the collision-avoidance handshake ensures that the receivgbgﬁn, nodes andw stay inh2 until z finishes sending its data, while

asuccessful handshake cannot receive packets that suffer from hidggg8vther nodes hop 3. At time ¢3, nodea sends an RTR to node

terminal interference, and because all nodes not able to exchange g&& nodeb is busy transmitting data to another node (uni-directional

must hop to the next frequency hop, RICH eliminates the need ffgdios). Therefore, node does not receive the RTR and at tiie

carrier sensing and code assignment by simply allowing the senggsre is silence. In this case, nodeontinues to hop with the other

and receiver of the handshake to remain on the same frequency hogdges to hop4. At time t4 nodesc andd send an RTR and therefore

which they succeeded in their handshake. a collision occurs. Both nodes have to back off and try to send an RTR
The dwell time for a frequency hop in RICH need be only as longk 5 |ater time.

as it takes for a handshake to take place; as it will be clear, this time
need only be long enough to transmit a pair of MAC addresses, B me
CRC, and framing. On the other hand, according to FCC regulation$,nopn | & | 2 | 8 | ¥ | 6 | © | 7 | ® | © | 10| u1| uz| us
a frequency-hop radio can remain in the same hop for up to 400mseg, ,, | x> y->x x>y

which at a data rate of 1 Mbps is ample time to transmit entire data——= = AR R
packets and packet trains. Hence, RICH can be implemented by al- ™ s DATA ACK
lowing a sender-receiver pair to communicate in the same frequenay s =
hop for a period of time that must be the smaller of 400msec and th o<>d
time elapsed before the same frequency hop is used again in the com- (R
mon hopping sequence. Alternatively, a few orthogonal frequency} ns
hopping sequences can be defined (e.g., 10, which is smaller than the
number of simultaneous orthogonal frequency hops around a receiver
in the 2.4 GHz band) for each frequency hop of the common hopping

sequence.

A. Basic Concepts in Channel Hopping

node x sends an RTR and node y responds with DATA
node z sends an RTR, node w responds with a CTS and node x sends DATA
node a sends an RTR but b is busy sending data to another node
B. RICH
The RICH protocol is based on simple polling by the receiver.
The idea of simple polling was first introduced in MACA-BI [14] for Fig- 1. RiCH illustrated
single-channel networks and modified in RIMA [6] for correct colli-
sion avoidance over single-channel networks. After a node is properly initialized, it transitions to the PASSIVE
All the nodes follow a common channel-hopping sequence and eathte. In all the states, before transmitting anything to the channel, a
hop lasts the amount of time needed for nodes to receive a collisisrode must listen to the channel for a period of time equal to a dwell
avoidance control packet from a neighbor. A node attempts to poll time (time spent in one frequency hop). If nadés in PASSIVE state
neighbors at a rate that is a function of the data rate with which it rand obtains an outgoing packet to send to neighbdrtransitions to
ceives data to be sent, as well as the rate with which the node hearthésRTR state. In the RTR state, the node sends an RTR packet with
neighbors send control and data packets. A node ready to poll anytleg destination address of the node that is the target destination, in this
its neighbors sends a ready-to-receive (RTR) control packet over tasez.

B00N

nodes c and d send an RTR at the same time, therefore a collision occurs




If node z receives the RTR correctly and has data fomode z A7) Any overlap of packet transmissions at a particular receiver,
transitions to the XMIT state, where it transmits a data packetito causes that receiver to not understand any of the packets.
the same frequency hop; otherwise, if nadeannot decode the RTR  The approach used to show that a collision-avoidance protocol
correctly, it perceives noise or silence, depending on the radio beingrks correctly, i.e., that it prevents data packets from colliding with
used in that hop and continues to hop with the rest of the nodesainy type of packets, consists of showing that, once a data packet is
the common hopping sequence. After sending its RTR, nodeits sent by a node, the intended receiver obtains the packet without inter-
until the beginning of the next hop. At this time, if a preamble is nderence from any other source. The intuition why this is possible is
detected node transitions to a new frequency channel according tshown in Fig. 2, which illustrates that pairs of nodes can exchange
the common hopping sequence; otherwiseemains in the same fre- data over a given hop; while the other nodes move on with the com-
quency channel until (a) either a data packet arrives with the duratimon hopping sequence or are exchanging data over a different hop.
of it being part of its header, or (b) a Clear To Sent (CTS) packet ar- Theorem 1: RICH provides correct collision avoidance in the pres-
rives allowingz to sent a data packet at the same unique frequenegce of hidden terminals when the time spent exchanging data is
channel. shorter than the time elapsed before the same frequency hop is reused

When multiple RTRs are transmitted within a one-way propagatidn the common hopping sequence.
delay a collision takes place and the nodes involved have to transitidroof: Consider a polling nodel and a polled nod&X and assume
to the BACKOFF state and try again at a later time chosen at rahatA sends an RTR attimg. After sending its RTR, nodd remains
dom. After sending its RTR, node waits for a response in the newin frequency hop for a period of time that is long enough to detect a
frequency base. Nodedetermines that its RTR was not received cor€TS or the presence or absence of a data packet. We denatéhby
rectly by z after a time period equal to one hop. If that is the caséwell time in a particular hop. IX does not receive the RTR correctly
nodez will synchronize with the other nodes at a frequency hop thatie to interference from any neighbor hidden frdirit does not send
can be determined easily since nadis aware of the base frequencyany data. ElseX receivesd’'s RTR at timet; = to + h and remains
hop that the whole system is hopping at, from the initialization tham the same frequency hali where the RTR was received. At time
took place at the beginning of ttep cycle t! > to + h, if node X has a local data packet fot, then it starts

To reduce the probability that the same nodes compete repeatestinding its data tal; otherwise, X sends a CTS tol enablingA to
for the same receiver at the time of the next RTR, the RTR spesend its data packet. Both nodésind X remain in frequency hof,
fies a back-off-period unit for contention. The nodes that must entbat never collides with the common hopping sequence since we made
the BACKOFF state compute a random time that is a multiple of thbe assumption that the time spent exchanging data is shorter than the
back-off-period unit advertised in the RTR. The simplest case cotime elapsed before the same frequency hop is reused in the common
sists of computing a random number of back-off-period units usitgpping sequence (Fig. 211
a uniformly distributed random variable from 1 & whered is the
maximum number of neighbors for a receiver. The simplest back-off-
period unit is the time it takes to send a small data packet successfully.

Frame Duration

Although the 400msec allowed per dwell time by the FCC is a long R -
time to transmit data in ISM bands, it may be desirable to allow nodes = 3 3
sending data to hop over multiple frequency hops, because staying at » i i

the same frequency hop for a long period of time does not take advan- ., 1 )
tage of many inherent advantages that come with frequency hopping. g .

For example, frequency hopping can continue to work efficiently even comimon happing sequence
in the presence of narrow-band jamming, is resilient against fading and
erasures, and minimizes the multi-path propagation problem. How-

ever, in order to realize these benefits, the rate with which the nodes in - hﬁ 17

the network hop from one frequency to another should not be below a™ “‘ “\‘

certain threshold.

Fig. 2. RICH provides correct floor acquisition since there are no conflicts between the
I1l. CORRECTCOLLISION AVOIDANCE IN RICH common frequency hopping sequence and ongoing DATA packet transmissions
Theorem 1 below shows that RICH ensures that there are no col-
lisions between data packets and any other transmissions under the
following assumptions [4]:
A0) A node transmits an RTR that does not collide with any other The objective of our analysis is to calculate the throughput achieved

IV. APPROXIMATE THROUGHPUTANALYSIS

transmissions with a non-zero probability. with RICH, and to compare that against sender-initiated CDMA pro-
Al) The maximum end-to-end propagation time in the channel tgcols such as MACA-CT [11]. The choice of protocols was made
T < 00. because we wanted to show how RICH performs against the best per-

A2) A packet sent over the channel that does not collide with othfsirming sender-initiated protocols reported to date for ad hoc networks
transmissions is delivered error free with a non-zero probability) which receivers can detect at most one transmissions at a time. Our
A3) All nodes execute RICH correctly. analysis shows that RICH has a much better performance than MACA-
A4) The transmission time of an RTR and a CTSyjshe trans- CT.
mission time of a data packetdsand the hardware transmit-to-
receive transition time is zero; furthermoge, < v < § < oo.
A5) The dwell time in each hop is equal to the time needed to trans-We analyze the throughput of receiver initiated protocols using the
mit an RTR (or CTS) plus the maximum end-to-end propagatianodel first introduced by Sousa and Silvester [13] for CDMA proto-
time. cols. We calculate the throughput and average delay for RICH with a
A6) There is no capture, erasure, or fading in the channel. discrete-time Markov chain. The following assumptions are made:

A. Assumptions



1. There areN nodes in the network. data packet lengths with parametgrthe probability that pairs of
2. Asingle unslotted channel is used for all packets, and the chaimwdes will become idle in any given time slot is equal to [13]
nel introduces no errors.
3. At any given time slot, at most one RTR can be successfully i pairs _(m i (m—i) 1
: Pr el =1 - ) 1—a)'q @
transmitted. become idle i
4. All nodes can detect collisions perfectly; there is no capture or N o )
fading. Let P, ; be the transition probability in the Markov chain from state
5. The data packet length distribution is geometrically distributdé(wherek pairs of nodes exchange data) in sletl, to statd (where
with parameter;; therefore, the probability of a data packet witt Pairs of nodes exchange data) in slotVe condition on the number
lengthl is, P[L = I] = (1 — ¢)¢'~! and the average packet©f communicating pairs of nodes that finish sending or receiving data
length, measured in minipackets per sloflis= % packets at the beginning of slot The system is at stafeat time slot
A polled node has a packet addressed to the E)?)Iling node withr 1 and therefore the number of nodes that are available to receive
probability L (i.e. uniform distribution). Furthermore, we as-O' transmit is equal taV — 2(I —i). If the transition to staté is
sume that each node sends its RTR according to a Poisson distribuffig#le, then lex’ be the number of nodes which transmit an RTR at
with a mean rate of2, and that (when applicable) the polling nodghe beginning of time slot. Furthermore/” = I — (k — i) pairs of

chooses the recipient of the RTR with equal probability. nodes will become busy exchanging data packetsiéng: z’ — I'
nodes will transmit an RTR packet that will not be received. Due to
B. RICH the assumption that only one RTR can be successful at a given time
" . ; I
To make a fair comparison with MACA-CT, we use the same ave?lc,)t’ a transition from state to statel is possible only ifm’ = 1 or

. . . =0.

age packet length,, in all protocols. However, since in MACA-CT m . .

a slot is equal to the size of an RTS plus a CTS plus the correspor\}\ﬁt-\:‘\/;?%n?rﬁe tWh'th‘I)Vtrr]]? tﬁvfntxth%t a ;ra?rsﬂornifroimnto ! ocrcur;s],d it
ing propagation time needed, the duration of a slot gizéor RICH €ing the eve at exactly one transmission occurs a S

protocols is equal to half the size of the slots used in MACA-CT. cOﬁ_ddressed to an idle node, and wili being the event that exactly

. ne transmission occurs and it is addressed to a busy terminal. Then,
se?uently, the average packet length for MACA-CT will be equal tt e transition probabilities can be calculated as follows [13]
z(lAtqzemy given slot, a node can be: (a) idle, (b) transmitting an RTR
or a CTS control signal, and (c) sending a series of consecutive (i]plc L= (1= )t { ( k ) (1 — Qp(1 — p)M+ M? 4+ 3M + 2
time) slots with segments of the data packet. The possible scenarios =1 N-—-1
that can occur in RICH are: k o1 M?— M k
« nodezx sends an RTR to nodgandy sends its data packet 10 - (,) ap(1 —p) N-1 (1) q} @
with probability -1

« nodez sends an RTR to nodgbuty does not have any data for\here sr = N — 2. To calculate the average throughput we need

z, thereforey sends &T'S to x andz sends its data tg to know the steady-state probabilities that correspond to each one of
« nodez sends an RTR at the same time that ngdends an RTR, the states of the Markov chain (Fig. 3). From the transition probabil-
therefore a collision occurs ity equation, we can solve a linear system of equations with as many

« nodez sends an RTR but nodgis already tuned in a different ynknowns as the number of states in the Markov chain to calculate
hopping pattern, therefore nodedoes not hear anything in the the steady-state probabilities. /S, is the steady state probability for

next hop statel, then the average throughpfitis equal to the number of data

At any given time the system state can be described by the nugckets transmitted at the same frequency hop; that is
ber of communicating pairs of nodes (Fig. 3). Notice that, since all

the nodes that transmit an RTR that is not received at time stot
are available at slat, the system state at any given time gla$ in- S =
dependent from the number of nodes that send an unanswered RTR.
Accordingly, we need to calculate the transition probabilities of this
Markov chain under the assumptions presented above. A transition irfFigure 4 shows the throughput achieved by RICH and MACA-CT
the Markov chain from one state to another occurs when: (a) at lesgtsus the probability of transmissigrfor various numbers of nodes
one member from the set of nodes exchanging data packets, fiisthe network. Because the slot duration in RICH is half the one in
transmitting data, and (b) the nodes that participate in the handsh&®CA-CT, the probability of transmission at a given slotjs The
either succeed or fail sending an RTR. To calculate the transition prabaximum throughput of RICH is always higher than MACA-CT be-
ability from the current state we need to know the number of nodes ti¢ause the duration for the exchange of the control signals is half the
will finish sending data and the number of nodes that succeed or giite of the one used in MACA-CT and consequently the vulnerability
sending an RTR. period in RICH is half the time spent in MACA-CT. Since no data will
be ever send with RICH to a busy terminal, nodes in RICH are imme-
diately available to try again, something that is not the case in C-T
[13]. Therefore, at any given time slot, the number of nodes avail-
able to transmit an RTR is maximized while the contention period is
minimized!

Figure 5 shows the throughput against the probability of transmis-
sionp for a fixed number of nodes\ = 12) with the average packet

Fig. 3. Markov Chain defining the average number of communicating pairs length L being the parameter. As it is obvious, RICH has a higher

throughput than MACA-CT regardless of the size of the data packet.

Since we have made the assumption of geometrically distribut&tle general conclusion that can be drawn in this case is that, higher

1. PS ©)

[M] stz

=0




throughput can be achieved with a longer average packet length. How- THROUGHPUT FOR N=12
ever, notice that we have made the assumption of a perfect channel. In
a realistic environment, by increasing the length of the transmitted
packet we also increase the probability that errors will occur. Further-
more, when the number of co-located nodes is high, the interference
from adjacent frequency channels is more likely to introduce errors in
the transmission of data packets. It has been shown [8] that there is
no improvement in the throughput achieved by increasing the length
of the data packet after a certain threshold in a non-perfect channel
for other spread spectrum protocols. The same should be expected for
RICH.

——  RICH-SP
MACA-CT

THROUGHPUT FOR L=10

THROUGHPUT IN MINIPACKETS per SLOT

RICH-SP
MACA-CT

w
!
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Fig. 5. Throughput versus transmission probability for MACA-CT and RICH for a fixed
number of nodesv = 12

THROUGHPUT IN MINIPACKETS per SLOT

=

ber of blocked users (due to collision of RTSs or RTSs that are not
received), then at any given time the average number of packets in the
system will be equal tae + B. We can calculateéz and B as follows

0 02 04 o6 o8 1 _
PROBABILITY OF TRANSMISSION IN A SLOT p m = mbP,, (4)
m=0
. . - _and
Fig. 4. Throughput versus transmission probability for MACA-CT and RICH for a fixed By
average packet length = 10 _ 2 N —m-—1
B=Y p(N-2m) (1—7) P (5)
N -1
m=0
V. DELAY ANALYSIS The average delay normalized to a packet length is derived by ap-

To calculate the average delay for RICH we need to first definta'D:l:YIng Little’s theorem as follows
retransmission policy. We assume that the arrival process is Bernoulli — Wm4B
with probability p for every node. Because we have a queue of maxi- D=
mum size equal to one packet, if a packet is waiting in the queue then S

there are no further new packet arrivals, and the waiting packet is regjnce the mean transmission time for a packet is equ:#—tothe
—4

transmitted in the next slot with probabilify If a node has a packet o¢q,5] system delay should include the transmission time for the data
waiting to be sent, but a packet from some other user is received, t ket. That is

the waiting packet is discarded and when the handshake is completed

(6)

, : . D
the given node becomes idle and generates a new packet with prob- D = a—a @)
ability p. All the assumptions that were presented in section IV are 1-9)
valid in the following derivation as well. In Figure 6 we can see the numerical results obtained for the nor-

We use Little’s theorem to calculate the average delay. We defimalized delay performance of MACA-CT and RICH. It is clear that
the system delay as the time that it takes for a new arriving packeRICH offers the smallest delay at any load. Furthermore, the system
that is waiting in the queue to be transmitted and successfully receidmlay with RICH remains almost the same upts 0.6 whereas with
by the intended receiver. i is the average number of pairs of nodeMACA-CT the delay increases exponentially when> 0.4. This is
that simultaneously exchange data packets,Biglthe average num- to be expected, because collisions between control packets increase as



the offered load increases, and minimizing the length of the collision- DELAY FOR N=12
avoidance handshakes that are susceptible to collisions becomes cru- [ VmeacT
cial. Indeed, with RICH, only RTRs can collide and therefore their
vulnerability periods are half the vulnerability period in MACA-CT. It 100 -
is obvious from the same figure the normalized delay can be reduced
noticeably by increasing the packet length.
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Fig. 7. Actual system delay versus transmission probability for MACA-CT and RICH for
a fixed number of node®d” = 12
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